Data preparation for regressions
Regression analysis was used to analyze the impact of several factors on tree failure. To conduct regressions, data extraction was necessary for the factors DBH, Height and Slenderness. When the raw data was presented in a study descriptive statistics like the means of each factor needed to be derived. How these are calculated is described in this protocol. The input factors for the data extraction are dichotomous, categorical or continuous. 

Dichotomous data are:
· Event for failed and non-failed trees
Categorical data are:
· Climate zone the study location is situated in
Continuous data are:
· Mean, standard deviation and sample size of the factors DBH, Height and Slenderness
· Correlation coefficients, R² and p-value
When several units of measurement were presented for one particular factor, all data was extracted but the one most often found in studies was used for calculations. If a study reported a factor related to failure, the factor was included. Studies on tree failure investigating factors related to sway where the trees did not actually fail or studies which did not report one or more of the factors DBH, Height or Slenderness were excluded from the regression analysis. Slenderness was calculated in case of absence by dividing Height (m) over DBH (m).

The factors that were expressed in measures of the British Imperial System or in the US Customary System were converted to the International Systems of Units (SI). Non-SI units that are exactly defined values in terms of SI, were expressed in terms of SI. If mean and standard deviation were not present in the article, the equations used to calculate as mentioned by Field [1] are:

Mean:			 in case of one group of one population.
 where  are tree numbers failed from >1 sub-groups;  are means of >1 groups.

Standard deviation:	 for deviations of 1 group
  where  are standard deviations from >1 group.

When the included study only reported the mean (or median), minimum and maximum and sample size, the mean and standard deviation were estimated as mentioned by Hozo, Djulbgovic and Hozo [2]:

Mean:			 if n ≤ 25
			 if n > 25

Standard deviation:	  if n ≤ 15
			  if 15 < n ≤ 70 and normally distributed
			  if n > 70, for any random distribution 


Results binary logistic regressions
Results of multiple binary logistic regression analyses on the presence of failure in articles of the systematic review and the reported factors in these articles Diameter Breast Height (DBH), Height (m), Slenderness (m), Climate zones. The logistic regressions are executed in SPSS 26 [3] and Stata 16 [4] and provided exactly similar results. 

First the results are presented of four different binary logistic regressions of studies on the factors DBH, Height, Slenderness and Climate zones (table 1). These results indicate whether each factor is an improvement towards a model in which no predictors for failure are included (null model). The model fit is significant for DBH and Height, but non-significant for Climate zones and Slenderness. The significance from the Hosmer and Lemeshow test is non-significant for Height and Slenderness, indicating a good model fit. The results of the ²-test and the Hosmer and Lemeshow test conflict for DBH and Slenderness. 
Table 1: Results of 4 binary logistic regressions of studies reporting failure on different factors and climate zones
	Ref.
	Failure x factor
	-2 log likelihood
	Nagelkerke R²
	Model fit ²
	df
	Sig.
	Sign. Hosmer & Lemeshow Test

	A.
	Climate zones
	303.335
	0.016
	2.649
	4
	0.104
	0.017

	B.
	DBH (cm)
	289.956
	0.086
	14.574
	1
	0.000
	0.001

	C.
	Height (m)
	280.053
	0.104
	24.477
	1
	0.000
	0.078

	D.
	Slenderness (m)
	304.504
	0.000
	0.026
	1
	0.872
	0.265


** Correlation is significant at the 0.01 level (2-tailed)

Climate zones are included on the first level of the Köppen classification. Initially, estimations were done with all 18 categories of the Köppen classification, however the results were not useful because many climate zones were hardly present in the data. The number of observations for each category should be larger than 10 or even as is mentioned in some studies 20 [5-8]. A total sample size lower than 500 can be sufficient if the aim of the analysis is to determine factors which are highly associated with an outcome [9]. Second the assumptions of the binary logistic regression were violated when for some categories perfect multicollinearity arose, which is a common problem with small sample sizes [10]. The values of the Wald-test for one of the climate zones (Tundra, zone 5) and for Slenderness are not significant, indicating that those factors do not contribute significantly to explaining tree failure. 
Table 2: Parameter estimates of binary logistic regressions
	Ref.
	
	Estimate
	S.E.
	Wald
	Sig.
	Log OR ( )
	95% C.I. Log OR

	A.
	Climate zones*
	
	
	
	
	
	
	

	
	Zone 2
	-2.031
	0.732
	7.693
	0.006
	0.131
	0.031
	0.551

	
	Zone 3
	-0.896
	0.386
	5.395
	0.020
	0.408
	0.192
	0.869

	
	Zone 4
	-0.799
	0.397
	4.057
	0.044
	0.450
	0.207
	0.979

	
	Zone 5
	-0.827
	1.450
	0.325
	0.596
	0.437
	0.026
	7.504

	
	Constant
	0.827
	0.320
	6.656
	0.010
	2.286
	
	

	
	
	
	
	
	
	
	
	

	B.
	DBH (cm)
	0.029
	0.009
	10.961
	0.001
	1.029
	1.012
	1.047

	
	Constant
	-0.692
	0.264
	6.897
	0.009
	0.500
	
	

	
	
	
	
	
	
	
	
	

	C.
	Height (m)
	0.098
	0.022
	20.102
	0.000
	1.104
	1.057
	1.152

	
	Constant
	-1.380
	0.351
	15.488
	0.000
	0.252
	
	

	
	
	
	
	
	
	
	
	

	D.
	Slenderness (m)
	0.001
	0.004
	0.026
	0.872
	1.001
	0.993
	1.009

	
	Constant
	0.051
	0.281
	0.033
	0.855
	1.053
	
	


* Zone 1 (tropical) is used as baseline. 

All factors are included in one binary logistic regression, which explains previous contrasting results. In the full model the predictors Diameter Breast Height (DBH) and Slenderness are not significant see table 3. This outcome suggests that the  factors Slenderness and DBH can therefore not be used worldwide, to predict tree failure. 
Table 3: Binary logistic regression on the presence of failure in the study population
	Full model
	-2 log likelihood
	Nagelkerke R²
	Model fit ²
	df
	Sig.
	Sign. Hosmer & Lemeshow Test

	Failure x Climate zones, DBH, Height, Slenderness
	268.218
	0.203
	36.312
	7
	0.000
	0.242

	

	
	Estimate
	S.E.
	Wald
	Sig.
	Log OR ( )
	95% C.I. Log OR

	Climate zones*
	
	
	9.301
	0.054
	
	
	

	Dry
	-1.758
	0.811
	4.698
	0.030
	5.797
	0.169
	3.347

	Temperate
	-1.033
	0.409
	6.377
	0.012
	2.818
	0.231
	1.835

	Continental
	-0.675
	0.438
	2.509
	0.123
	2.005
	-0.183
	1.532

	DBH (cm)
	0.010
	0.013
	0.898
	0.418
	0.988
	-0.036
	0.015

	Height (m)
	0.089
	0.032
	7.229
	0.005
	0.918
	-0.152
	-0.026

	Slenderness
	-0.000
	0.006
	0.031
	0.964
	0.999
	-0.012
	0.013

	Constant
	-0.761
	0.578
	10.625
	0.188
	7.206
	-0.371
	1.893


* Zone 1 (Tropical) is used as baseline.

The relative odds ratios are derived from the binary logistic regression output, indicating the odds that the factors mentioned appear in case of failure reported in the studies. It turns out that study populations from dry and temperate climate zones more often report tree failure than in a continental climate zone. However, relative odds do have some interpretation issues, since these are scaled by an arbitrary factor which is partly based on the unexplained variation of a binary outcome after inclusion of all explanatory variables [11].

An alternative figure to the log of odds are marginal effects that can be used to describe the impact of each factor on the presence of failure in the different study populations, see table 4. This means that for a 1 m  increase in Height, the probability that the tree fails increases with 0.02 on a 0/1 scale. 
Table 4: Marginal effects of the full model on failure
	
	dy/dx
	S.E.
	Z
	P > |z|
	X
	95% C.I. Log OR

	Climate zones
	
	
	
	
	
	
	

	Dry
	-0.378
	0.123
	3.07
	0.002
	0.055
	0.137
	0.620

	Temperate
	-0.253
	0.096
	2.64
	0.008
	0.399
	0.065
	0.440

	Continental
	-0.167
	0.106
	1.57
	0.116
	0.335
	-0.042
	0.376

	DBH (cm)
	0.003
	0.003
	-0.81
	0.418
	28.168
	-0.009
	0.004

	Height (m)
	0.022
	0.008
	-2.78
	0.005
	15.103
	-0.038
	-0.007

	Slenderness
	-0.000
	0.002
	0.04
	0.964
	61.273
	-0.003
	0.003
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