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# Supplementary Results

## Description of data sets at our disposal

Various concentrations of serum have been used to modulate cell-cycle length and check how properties of individual cells change. Specifically, we investigated the influence of two different Fetal Bovine Serum (FBS) concentration on NIH3T3 cells using the FUCCI-2A system (Methods). We collected data from 123 cell lineages including 890 individual cells from eight recorded movies for 15% FBS, and 69 cell lineages including 224 individual cells from five recorded movies for 10% FBS. The distributions of the duration of the cell cycle, and of the G1 and the S/G2/M phases in cells maintained in 15% FBS show median values of 18.5 h, 8.25 h and 10.25 h (based on 649 measurements), respectively. Decreasing FBS to 10% increases the durations to 20.5 h, 9 h and 11.5 h (based on 106 measurements), respectively.

Pedigree analyses based on parent-progeny, sib-sib, grandparent-grandchild and cousin-cousin pairs, are based on the samples of, respectively, 183, 256, 54, and 49 cells in the 15% FBS experiment and on the samples of 19, 40, 7, and 5 cells in the 10% FBS experiment. A summary is presented in Table 1. For a comparison, at 5% FBS most of cells divided only once (43%) and identification of cell cycle duration was possible only for two cells. Pedigree analyses for this dataset was not performed.

**Table 1. Comparison of phases duration and sample sizes of the cell cycle, G1 phase, and combined S/G2/M phases for two serum concentrations.**

|  |  |  |
| --- | --- | --- |
|  | **15 % FBS** | **10 % FBS** |
| No. of cell lineages | 123 | 69 |
| No. of individual cells | 890 | 224 |
| No. of measured cell cycles | 649 | 106 |
| Median cell cycle length (hr)Interquartile range | 18.5(16.5 – 22.75) | 20.25(18.44 – 22.75) |
| Median G1 phase length (hr)Interquartile range | 8.25(7 - 10.25) | 9(7 -10.5) |
| Median S/G2/M phase length (hr)Interquartile range | 10.25(9-12.5) | 11.5(10.5 – 12.81) |
| No. of measured parent-progeny pairs | 183 | 19 |
| No. of measured siblings pairs | 256 | 40 |
| No. of measured grandparent-grandchild pairs | 54 | 7 |
| No. of measured cousins pairs | 49 | 5 |
| No. of movies | 8 | 5 |

## Hereditary and environmental causes of cell cycle length variability based on the 15% FBS experiment

To address inheritance and relatedness, Pearson correlations of cell cycle durations between related cells were calculated. Correlation between parent and a randomly chosen progeny equals 0.4 (mean) ± 0.08 (standard deviation), based on 183 measurements; while correlation between a grandparent and a randomly chosen grand-progeny decreases to 0.03 ± 0.17, based on 54 measurements. Correlation between sibs equals 0.6 ± 0.04, based on 256 measurements. Estimation of standard deviations listed above is described in detail in the Supplementary Methods section. Correlation between cousins, based on one of the two cousin-cousin pairs from a pair of daughters (effectively using one-half of all possible cousin pairs), equals 0.3 ± 0.17, based on 49 measurements.

Consistent with the bifurcating autoregression paradigm, our results suggest that progeny cells inherit properties from their parents, as demonstrated by high correlation coefficient value, S3A Fig. Also consistently with this paradigm, we observe even stronger correlations between siblings. In the literature, such correlations are frequently explained by external factors affecting the cell cycle length, such as environmental conditions, among-cell communication, neighbourhood effect, or age of cells (see ref. [[1](#_ENREF_1)] for the NIH 3T3 cells). In our data, after two generations the correlation disappears, as exemplified by low correlation coefficients between grandparent and grand-progeny cells (S3A and S3B Fig), while the correlation between cousins remains high.

To obtain further insight into the cousin cell cycle times, we analyzed the dependence on the localization of cells in individual experiments. Our dataset is a series of 8 experiments. In each of them, conditions were constant, but the observation areas were selected randomly. Individual movies differ with respect to the initial and final number of cells, but other properties, such as population cell cycle lengths (S1 and S2 Fig) or correlations between cell cycle phases, do not vary. We focused on two movies with large sample sizes. Seventy-five percent of information about cousins has been obtained from these two experiments. The strong correlation between cousins is supported by the results from Movie 2 only (S3B Fig, Movie 1, ρ = 0.055 ± 0.23, 20 measurements; vs. Movie 2, ρ= 0.42 ± 0.25, 11 measurements).

We estimated, based on the MTrackJ [[2](#_ENREF_2)] files, the individual traces, defined as two-dimensional time trajectories of cousins (S3E Fig). Each color denotes one pair of cousins, a large dot indicates position of cell at the beginning of the cell cycle, and information about cell cycle duration is also included. The differences in cell cycle durations and distance among these cells were not correlated, which suggests that the physical proximity does not lead to similar pattern of cell cycle progression of the cousins. This is also shown in the zoomed insets of the figures, where cells located in the same area are characterized by a large variability in the cell cycle duration. To conclude, we cannot clearly explain the correlations between cousins; this effect may be attributed to several factors (e.g., time of the experiment, cell density and position). We have not included relations between cousins in our model.

We have tested the possible dependence between the cell cycle duration and cell’s birth time, the latter being an important potential confounding effect. Examination of the boxplots in S3D Fig does not support dependence of the cell cycle length on the birth time. Individual boxplots include measurements from two-hour windows of birth time. Median cell cycle length remains constant across the whole experiment. Using individual experiments, we have not found any clear influence of birth time on the cell cycle duration (S3C and S3D Fig), as well.

## Statistical dependence of cell cycle phase durations and cell cycle times

In the analyses that follow, all cells from 15% FBS experiments were pooled and treated as a single dataset. There is a strong positive correlation between durations of cell cycle phases and cell cycle (correlation coefficients *ρG1-cycle*= 0.77, and *ρS/G2/M-cycle*= 0.82 - S4A Fig). There is a low correlation between durations of G1 and S/G2/M phases cell-cycle length (*ρG1-SG2M*= 0.33; S4C Fig).

The relationships between the total division time and the duration of the G1 and combined S/G2/M phases are presented in S4A Fig, in the form of scatterplots with linear regression lines. The minimum cell cycle time is 11.5 h, the minimum S/G2/M phase length is 5.5 h, and the minimum G1 phase length is 2.25 h. Analysis of the durations of particular phases as a proportion of the total cell cycle length has not clarified inheritance patterns (proportions of cell cycle phases are not passed on in a family). Cell cycle phase durations constitute approximately 45% (G1) and 55% (S/G2/M) of cell cycle length, nevertheless the distribution of the relative duration of either of these phases extends over 20-80% of cell cycle (S4B Fig). Variability in this proportion increases as the total cell cycle length increases (S4A Fig).

Normal cells without DNA damage, with an appropriate growth factor concentration in the environment, progress through the cell cycle without blocks, and divide within a short time. To distinguish these cells from those with extended cell cycle length we used a Gaussian mixture model and estimated the threshold for separation of the cell population into two groups to be equal to 23.3 h (S4D Fig). In this way we separated two subpopulations of slowly dividing cells (additionally separated into two subgroups using fuzzy c-means clustering [[3](#_ENREF_3)]) and fast dividing ones.

We focused on correlation between the durations of the cell cycle phases, which provides information about the regulatory mechanisms. In S4C Fig, three groups of cells are presents. In the first group, with “normal” cell cycle length (< 23.3 h, 77% of all cells), we observed no correlation between the phases of the cell cycle. In two subgroups with extended cell cycle length (> 23.3 h) we observed weak positive or negative correlation, which may be the consequence of either (1) reversible transition from G1 to G0, where the S/G2/M phases remain relatively short (10% of cells), or (2) reversible block of cells in the G2 phase (observed also in ref. [[4](#_ENREF_4)]), with the G1 phase remaining short (13% of cells).

In our data, correlation between the lengths of S/G2/M phases of the family members was higher than between the lengths of corresponding G1 phases (S4E Fig). This is not surprising, since it is in the S and M phases where DNA replication and cell division occur; accordingly, the whole S/G2/M phase varies less in duration. When we limit our observations to the G1 phase durations, except for siblings, the correlation between family members is very low (0.08-0.24). Previously described features such as: parent cell size, initial concentration of proteins, time when the cells were born, and other, do not have a significant impact on G1 progression process.

## Protein dynamics in individual and related cells

Correlation matrices that represent differences in protein dynamics in related and unrelated cells are presented in S5A Fig. X and Y axes represent the fraction of cell cycle progressed in cells compared (for example, X cell being parent and Y cell being progeny), with cell cycle lengths normalized ‘in-silico’ from 0 to 100 and, with the gaps between measurements linearly interpolated (). Correlations between protein expression at each time of cell cycle can be found using appropriate X and Y coordinates. Correlation matrices help identifying regions with similar protein levels between X- and Y-axis cells, such as for example, the diagonal area of the sib-sib correlation matrix with high correlations resulting from sibs’ relatedness.

We extended the analysis to the dynamics of the FUCCI markers to estimate the correlations in protein dynamics. We decided to focus on data from Movie 2/49 (see the Supporting Table: S\_Data\_15%\_FBS\_All\_Cellsfor numbering of the films), which was recorded using a newer, more accurate microscope. S6 Fig includes a comparison of the Cdt1 and Geminin single-cell trajectories, obtained using the older (S6A Fig) and the newer (S6B Fig) microscope. As evident from this figure, the newer microscope allows to resolve very low-level readings, while the older one superimposes a significant layer of noise on the top of the signal.

Each cell in the population is described by seven parameters estimated from data with cell-dependent stochastic values. Scatterplots of the parameter values based on cell imaging as well as those based on model simulations are found in Supplementary Information (S11 Fig). Tables including corresponding numerical values of single cell parameters are available from the authors.Relations between these parameters are presented in the matrix in 2D Fig. (left).

## Sensitivity of durations of cell cycle phases to serum stimulation

Histograms comparing populations kept in different serum concentrations are presented in S7A Fig. Wilcoxon test confirmed that a lower concentration of FBS (10% FBS) lengthens the cell cycle time (from 18.75 to 20.25 h, Wilcoxon *p*-value 8.97×10-04). Unexpectedly, under both serum concentrations the distributions of G1 phase duration are similar (8.5 h to 9 h, Wilcoxon *p*-value 0.27) and the longer cell cycle duration in 10% FBS is mainly a consequence of the increase in S/G2/M phase length (from 10.25 h at 15% to 11.5 h at 10%, Wilcoxon test, *p*-value 4.77×10-07).

As a result, in cells cultured in 10% FBS (S7A Fig), G1 phase occupies a smaller portion of cell cycle duration (*p*-value = 0.019). S7D Fig presents the ratio of G1 phase length to the total cell cycle length for two populations (105 samples for 10% FBS, and the same number of randomly selected samples for 15% FBS).

The dynamics of cell cycle markers are presented in S7C Fig. Mean and median trends show that the maximum of the concentration of CDT1 protein is delayed in the 15% FBS condition. Correlations between cell cycle phase durations and the cell cycle time remain almost the same in both populations (S7B Fig).

In an attempt to measure the frequency of transition to quiescence, we extended analysis to incomplete cell cycles. Kaplan-Meier survival estimates are presented in S7E Fig. The main difference between the 10% and 15% FBS experiments is the fraction of the non-dividing cells, ie. cells that are likely to have irreversibly transitioned to the G0 phase or which extended their G1/G0 beyond the duration of the experiment. These cells constitute the majority of the 10% FBS population; see ref. [[5](#_ENREF_5)] for evidence of cell shuttling between G0 and G1. At 10% FBS concentration, usually cells divide only once within the 72 h experiment duration (average of 2 cells in the pedigree started by the initial parent cell, vs. 6 cells in the 15% FBS). In our observations we cannot distinguish between the G0 and G1 phases of the cell cycle.

## Long-term simulations: Memory and transients

In the first experiment, we track one single cell and its randomly chosen line of descent (in each division, a random progeny is selected) for several hundred divisions. Then, based on history of the line of descent, we analyze how cell cycle length was changing over generations. In S8A Fig we present histograms for two extreme cases, with low (13.6 h), and high (61.3 h), initial durations of the cell cycle corresponding to extreme values obtained *in vitro*. Following an initial transient, there is no difference in the medians or in shapes of distributions in these two cases. Initial cell cycle length does not influence long-term cell behavior, which is confirmed by no correlation (*ρ* = 0.035) between initial cell cycle length and median cell cycle length of 50 divisions presented in S8B Fig. This suggests that the “memory” of the initial condition disappears after few generations, in the sense that cell cycle length distribution returns to equilibrium, which is also confirmed by S9 Fig representing cell cycle duration across several generations. Additional figures representing changes in cell cycle durations for cells with extreme initial values of cell cycle length are presented in S8C Fig. Three colors represent different cell cycle lengths: *blue* for measurements below first quartile; *red* for measurements above third quartile, and *green* for measurements within the interquartile range. When the initial cell cycle length is *blue* or *red*, in subsequent generations the cell cycle length gradually returns to the equilibrium distribution.

In the second experiment, we check how cell count in the population changes during 200 h of observation. In S8D Fig we present histograms for two extreme cases, with the initial values of cell cycle low (13.6 h), and high (61.3 h). Despite the eventual return of the cell cycle times to the stationary pattern, after 200 h the population initiated by a cell with a short (13.6 h) cycle is 40 times larger than that initiated by a cell with a long (61.3 h) cycle (S8F Fig). Scatterplots in S8E Fig demonstrate that in general, the number of cells after 200 h is strongly negatively correlated (*ρ* = -0.65) with the cell cycle length of ancestor.

# Supplementary Discussion

## Modeling the multivariate statistics of the cell cycle and FUCCI protein dynamics

Strong correlations among family members, although reproduced by the model, are difficult to trace to a well-defined cause. Among other, we investigated the potential influence of physical distance of cousin cells on cousin-cousin correlation of cell cycle times (S3E Fig). Plots in S10 Fig demonstrate that no such dependence exists. There is no dependence of the cell cycle length of the birthdate of cells, as well (S3D Fig). A possible explanation is the transmission of information beyond DNA, viz. epigenetic regulation [[6](#_ENREF_6), [7](#_ENREF_7)], which includes DNA and histone modifications, histone variants, non-histone chromatin proteins, nuclear RNA as well as higher-order chromatin organization. In our case cell cycle duration, protein dynamics and phase duration show strong dependence on the initial concentration of proteins.

Cell cycle progression is controlled by a complex network of regulatory proteins, called cyclin-dependent kinases, and their activators and inhibitors. Progress in biological experiments and mathematical modeling has led to an increase of knowledge of these precise regulatory mechanisms [[8](#_ENREF_8), [9](#_ENREF_9)]. Cell cycle duration in a single cell is the result of deterministic network dynamics, stochastic noise and epigenetic regulation. Sources of stochasticity are the extrinsic and intrinsic noise, well characterized for many cell types (e.g. [[10](#_ENREF_10), [11](#_ENREF_11)]). Non-genetic intrinsic heterogeneity stems from the random (thermal) nature of the interaction of individual molecules, such as mRNA and proteins. Since some of these biomolecules are present in relatively small numbers in a cell, their stochastic fluctuations are, unlike in the classical test-tube chemistry, not averaged out [[12](#_ENREF_12)]. As stated above, an equally important source of heterogeneity is the unequal partitioning of cellular mRNA and proteins between two progeny cells after cell division. The importance of including these factors in cell cycle models has been widely analyzed [[13](#_ENREF_13), [14](#_ENREF_14)].

## Partitioning the variability of cell cycle time among successive cell cycle phases and the influence of lowering of mitogen level on this variability

It is frequently assumed that the main source of the variability of cell cycle duration is the G1 phase, in which the cell synthesizes mRNA and proteins before the decision about the transition to the S phase is made [[15](#_ENREF_15)]. G1 phase duration depends on external signals, such as the extracellular growth factors, as well as on the cell size. That is why it has been commonly assumed that the G1 phase duration is stochastic, while the S/G2/M phases joint duration is approximately constant. In the most extreme form, this view has been expressed by the Smith-Martin model of the cell cycle [[15](#_ENREF_15)]. In our data a similar relationship has been observed under stable conditions: normalized median absolute deviations (MAD) for G1 and S/G2/M phases were equal to 0.27 and 0.235, respectively, and coefficients of variations (CV) were equal to 0.41 and 0.35, respectively. However, the difference between the variability of G1 and that of the joint duration of S/G2/M is not dramatic. This is consistent with variability in all phases of cell cycle having been reported in many studies. Darzynkiewicz et al. [[16](#_ENREF_16)] analyzed Chinese hamster ovary (CHO) cells using flow cytometry. They reported variability in G1 phase caused mainly by unequal division of cytoplasmic constituents into progeny cells and the main conclusion was that that the cell cycle heterogeneity is generated mostly during cytokinesis and to a lesser degree during G2 phase. These data influenced models of Kimmel et al. [[17](#_ENREF_17)] and Arino and Kimmel [[18](#_ENREF_18)]. These models may be considered precursors of the model in the present paper. Later on Kroll et al. [[19](#_ENREF_19)] used flow cytometric methods based on bromodeoxyuridine (BrdU) to discover variability of S phase durations in cells. Mathematical models and experimental methods based on BrdU assays were used to test the hypothesis about coupling of the S and G2/M phases (eg. [[20](#_ENREF_20)]), as well as to estimate distributions of individual phases of the cell cycle (S phase in Larsson et al. [[21](#_ENREF_21)] and G2 phase in [[22](#_ENREF_22)]). Recently, more complex models including variability in all cell cycle phases were proposed [[23](#_ENREF_23)]. While older methods allowed observing specific cell properties mostly on cell population level, discovery of fluorescent proteins fused with proteins of interest at DNA level and stably expressed, provided an effective way to measure cell-cycle dynamics in single cells. Araujo [[24](#_ENREF_24)] published a system consisting of cells markers for each phase of cell cycle applied to MCF10A (epithelial mammary), RPE (retinal pigment epithelium), and HeLa cells. Analysis of G1, S, and G2 phase times shows that their distributions have high (normalized) MADs, and CVs, and they are strongly correlated with cell cycle length. The distribution of the M phase duration is tight, with little variability, and it seems independent of the cell cycle length.

Overton et al. [[5](#_ENREF_5)] found that in human MCF10A cells, serum starvation does not lead to lengthening of the cell cycle, but only to increase of the rate of transition to quiescence. In contrast to ref. [[5](#_ENREF_5)], in our case the growth factors (FBS) also influence the durations of G1 and S/G2/M, with the duration of S/G2/M being affected to a larger extent (Table I, rows 4-6). A similar effect has been identified as early as 50 years ago by Watanabe [[25](#_ENREF_25)].This finding suggests that the mitogen also stimulates cell cycle checkpoints outside the G1 to S transition. Foijer and de Riele [[26](#_ENREF_26)] confirm that in the absence of mitogens another mechanism restricts proliferation arrest in the G2 phase. Increased concentrations of FBS speed up the cell cycle and stimulate more cells to leave the G0 phase. However, within the range of FBS concentrations tested, the overall dynamics of proteins, and correlations between cell pedigree members remain apparently unchanged, so that our model, with modified parameters, still applies.

Our data suggest that on one hand the S or the G2 phase are more sensitive to serum deprivation, but on the other, significantly more cells remain in G0 phase under this condition. Other researchers found that despite the fact that different times of initiation of replication in the S phase are observed, and the biological significance of replication timing has remained unclear [[27](#_ENREF_27)], the overall length of the mammalian S-phase is remarkably resilient [[28](#_ENREF_28), [29](#_ENREF_29)]. Even with a significant change in growing conditions, such as in the presence of adenine and uridine (AU), the doubling time and the S phase duration remained unchanged [[30](#_ENREF_30)]. Still, the role of cell-to-cell heterogeneity of the S phase remains an open question.

## Influence of the circadian clock on correlations between cell cycle lengths of related cells

Strong positive correlation between cell cycle duration of siblings, diluted over consecutive divisions, was observed in other cell types [[31](#_ENREF_31), [32](#_ENREF_32)], with similarities between cousins as reported recently by Sandler [[31](#_ENREF_31)] and collaborators. They speculated that the impact of the circadian clock on the cell cycle duration might underlay this data. However, they used L1210 lymphoblasts with relatively short cell cycle length of 8 to 10 hours, so during two consecutive divisions of cells the phases of circadian clock are potentially extremely different, thus challenging the potential the role of the clock in such fast dividing cells. We observed substantial between-cousin correlations only in one experiment, which is particularly interesting and consistent with contradictory information about division times in pedigrees reported elsewhere. An example is negative and positive correlation between parent and progeny in the same cell line, as shown comparing ref. [[33](#_ENREF_33)] with our results; similar differences were observed in EMT6 cell line [[34](#_ENREF_34)]).

Some of the present authors (Feuillet and Delaunay) have investigated the circadian clock-cell cycle connection by quantifying the dynamics of the two oscillators in real time, in single live mammalian cells We used the circadian clock reporter REV-ERBα::VENUS [[35](#_ENREF_35)]. We also added the FUCCI-2A system (modified from the one from [[36](#_ENREF_36)]) to follow cell cycle progression. Mathematical analysis and stochastic modelling showed that coupling governed cell cycle and circadian interaction in NIH3T3 cells [[37](#_ENREF_37)]. It also revealed that the clock reporter reproducibly peaked about 5 hours after cell division (phase locking). Changing cell cycle duration impacted the circadian cycles, but 1:1 locking was resilient to such changes. In the current paper, we do not follow the clock-cell cycle coupling and the data we use have been obtained in absence of external cues.

## Mechanisms of cell cycle phases regulation

Based on presented results we decided to test two hypotheses, the first one assumed that the cell cycle length is inherited from the parent, and then phases of that cell cycle take respectively 45% and 55% up to a noise term. This theory was rejected because we could not reproduce experimental data. In view of our data, more likely is the second hypothesis that the phases are independent processes, so that elongations of G1 or G2 phases do not affect other phases of the cell cycle. In contrast, in pluripotent cells, interesting relations between G1 phase and cell fate decisions were discovered [[38](#_ENREF_38)]; it may be interesting to test if these relations are lost after cell differentiation.

# Supplementary Methods

## Cell lineage tracking

Sequences of images were analyzed using the LineageTracker software [[39](#_ENREF_39)]. This program semi-automatically identifies division times and marks related cells. In most cases, nucleus boundaries are identified automatically except for a few frames before and after cell division, in which it is difficult due to low fluorescence level of marker proteins during mitosis. Manual corrections and verifications of automatic detection of lineages were carried out by the biologist (CF). Data include the fluorescence level of Cdt1 and Geminin proteins and lineage relations between cells. The tracking times for individual cells vary; the reason is that only in some cases cells were observed from the beginning of the experiment, since most of them were born after observation started. Following division, one randomly selected progeny cell retains the label of the parent cell; the other progeny obtains a new label.

## Cell cycle characteristics

We characterized cellular populations based on complete cell cycle lengths (if the cell divided at least twice during the experiment) and incomplete cell cycles (first division before the experiment started or the last division after the experiment ended). Differences between cell cycle lengths were quantified using Kaplan-Meier survival curves [[40](#_ENREF_40)] and histograms. Logrank test was used to compare the Kaplan-Meier curves of two samples. All histograms were normalized, so that the heights of all bars (probabilities of selecting an observation within the corresponding bins) add up to 1. Times of the G1 and S/G2/M phases were estimated using the method described earlier; their distributions were visualized using histograms, and Wilcoxon rank sum test was used to verify if cell populations grown in different serum concentration have different properties.

To compare the protein dynamics between two experiments, data on fluorescence levels for the two proteins (complete cell cycles only) were collected. The cell cycle duration was normalized to 0 – 100%, with 1% step, missing measurements were interpolated, and the fluorescence levels were normalized to the maximum fluorescence. Normalization procedure was applied to eliminate the stochastic effects of plasmid transfection. Wilcoxon rank sum test was used to check if the G1 phase time was the same fraction of the cell cycle time in cells with lower and higher dose of serum.

To address inheritance and relatedness, Pearson correlations of inheritance pattern cycle and G1 and S/G2/M phases durations between cells from one lineage were calculated. To calculate prediction errors for progeny cells and cousin cells, we randomly selected half of the measurements, for parent and progeny we randomly chose one progeny cell; the same method was used to select the grand-progeny cells. The simulations were repeated 10,000 times. All plots with error bars as well as correlations with ± signs, represent standard deviations.

The differences of protein expression in cellular population are often explained by cell size [[41](#_ENREF_41), [42](#_ENREF_42)]. We were not able to analyse the cell size, because both markers used (Cdt1 and Geminin) are localized in the nucleus, but we compared the nucleus sizes among family members, the impact of nucleus size on proliferation properties, and other features. Size of the nucleus was calculated using total and mean fluorescence levels from the LineageTracker.

To analyse positions of individual cells, the MTrackJ [[2](#_ENREF_2)] files were used. They include information about the positions of clusters of cells; using the division times we reconstructed probable spatial relations between cells. In all cases we tested normality using the Lilliefors test [[43](#_ENREF_43)].

Degradation of the marker proteins (Cdt1 and Geminin) in the M phase of the cell cycle is creating problems with pinpointing the division times and consequently with estimation of protein distribution between progeny cells. We have tested several possible protein distributions from parent to progeny cells. Our simulation analysis shows that even large disparities in initial number do not cause dysregulation of the population.

Long-term simulations were based on the dataset created by our model. We started simulation with a single ancestor cell with parameters based on experimental data representing mean values for population. After 400 h of simulated time, we chose 1000 cells out of the resulting population .

Phase portraits were used to visualize the behaviour of the system in state space (Fig. 4B). Each point of the two-dimensional phase portrait represents a pair of variables characterising the system’s state at a given time. In our case, we used Cdt1 and Geminin normalized fluorescence intensities to examine cell cycle dynamics in individual cells. Resulting image shows a clear feature of the system dynamics; for various initial conditions the cell cycle lengths may be different, but cell cycle progression remains similar.
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# Supplementary files

**S1 Fig** **Comparison of repetitions of the same experiment (15% FBS)**. Boxplots represent cell-cycle length. During observation, randomly selected area is recorded during 72 hours. Movies differ with respect to initial number of cells and their location.

**S2 Fig** **Comparison of repeats of the same experiment (15% FBS)**. The correlation between: 1) cell cycle and G1 phase, 2) cell cycle and S/G2/M phases and 3) G1 and S/G2/M phases, 4) sample sizes.

**S3 Fig Family relations and differences between experiments**

1. Correlations between family members based on experimental data. Estimation of standard deviations is described in detail in Methods.
2. Correlations of cell cycle length between family members for two selected movies. 75% of information about cousins came from these movies. Strong correlation between cousins is specific for case 2.
3. Verification of the hypothesis that cell-cycle duration depends on the birth date of the cell. Cells’ birth dates rounded to the nearest multiplicity of 2 hours are presented as boxplots to address the hypothesis.
4. Cross-plot of cells’ birth date and the cell-cycle length for cells from two selected movies.
5. Individual traces for cousins. Each color denotes one pair of cousins; a large dot indicates position of cells at the beginning of the cell cycle; information about cell-cycle duration is also included.

**S4 Fig Relationships between durations of the cell cycle and the G1 and S/G2/M phases**

1. Experimental data. Linear relationship between the total division time and the duration of phases. Solid black lines show the fitted linear relations of the form *y* = (*slope*)×*x*.
2. Linear relations presented in the histograms, where the distribution of proportionality is shown. In 80% of samples, G1 phase occupies 35-55% of the cell cycle.
3. Cross-plot of the times of G1 and S/G2/M cell-cycle phases. *Blue*, “normal” cells; *green*, extended cell- cycle-length cells with longer S/G2/M phases; and *red*, extended cell-cycle-length cells with longer G1 phase.
4. Gaussian mixture model distinguishing the “normal” from extended cell-cycle-length cells, combined with the EM (Expectation Maximization) algorithm, to estimate the threshold (22 h) for separation of cells into two groups.
5. Correlation between phases and cell-cycle lengths for family members..

**S5 Fig Correlation matrices represent changes in protein dynamics in related and unrelated cells.** X and Y axes represent fractions (0 to 1) of cell cycle progressed, with the gaps between measurements normalized to 0.01. Correlations between protein expressions at each time of cell cycle are found using corresponding coordinates. Correlation matrices can help finding parts of the cell cycle with similar dynamics, as it is shown in the diagonal area of the progeny-progeny matrix.

**S6 Fig** **Time trajectories of Cdt1 and Geminin levels in single cells, and mean and median trajectories**. Two cases. :

1. Movies 41-48 – 472 measurements
2. Movie 49 – 177 measurements

**S7 Fig** **Populations with different growth factors concentrations**

1. Comparison of cell cycle, G1 phase and combined S/G2/M phases durations for two serum (FBS) concentrations. Calculations were performed based on 105 and 642 measurements for 10% and 15% of FBS, respectively. Histograms were normalized, the height of each bar is equal to the probability of selecting an observation within the corresponding bin interval, and the height of all of the bars sums up to 1. All distributions have characteristic lognormal-like shape; additional information about medians are included directly on the plots. Lower dose of serum causes extension of G1 and S/G2/M phases and as a consequence of the whole cell-cycle length. Changes in the lengths of the cell cycle and of the S/G2/M phases are statistically significant (Wilcoxon rank sum test).
2. Pearson rank correlations between lengths of the phases and the cell cycle. Standard deviations were calculated using Monte Carlo cross validation and 10,000 iterations.
3. Comparison between protein dynamics. Each line denotes one cell, black solid line is mean trace, black dashed line is median trace. The division moments were selected using procedure described in Methods section.
4. G1 phase takes proportionally less time under 10% FBS (Wilcoxon rank sum test), as it is shown in the boxplot (105 samples for 10% FBS, and the same number of randomly selected samples for 15% FBS).
5. Survival function mapping division events onto time, based on cells that divided at least twice during the experiment, so the time of birth and death could be estimated. Kaplan-Meier curve maps division events onto time, including cells which divided only once, so that either their birth or death are not known. Significant difference between 10% FBS and 15% FBS is observed only when incomplete cell cycles are included.

**S8 Fig Results of long-term behavior predicted by the model**

1. Histograms of cell-cycle lengths for a single ancestor cell and its progeny. After each of 4,000 divisions along a single line of descent, one randomly chosen progeny was used for analysis. *Blue* and *red* color represent cases with low (13.6 h) and high (61.3 h) initial cell-cycle length, respectively. The medians in both cases are similar (21.9 h and 21.8 h).
2. The scatter plot of initial cell-cycle length and median cell-cycle length after 400 generations. No correlation is observed is significant statistically (*ρ* = -0.04).
3. Heat maps representing changes in cell-cycle durations in next generations. Three colors represent different cell-cycle lengths: *blue* for measurements below the first quartile; *red* for measurements above third quartile, and *green* for measurements within the interquartile range.
4. Histograms of cell-cycle lengths for a population started from a single ancestor at 200 h of observation. *Blue* and *red* colors represent cases with low (13.6 h) and high (61.3 h) initial cell cycle length, respectively.
5. Scatter plot of initial cell-cycle length and population size after 200 h. Strong negative correlation is observed (*ρ* = -0.65). Growth curves for two extreme cases. *Blue* and *red* colors represent cases with low (13.6 h) and high (61.3 h) initial cell-cycle length (respectively).
6. Descendants of ancestor cells are identified and counted. Growth curves show differences between two cell populations.

**S9 Fig Cell-cycle duration for across several generations.**

1. – (B) Ten extreme cases presented in the form of chart, where x axis represents generation number, y axis cell-cycle length.
2. – (D) Fifty extreme cases presented in the form of a heat map, where x axis represents generation number, y axis represent single-cell lineage and color denotes cell-cycle length.

**S10 Fig** **Scatter plots for cell-cycle length difference for pair of cousins and their physical distance.**

**S11 Fig** **Detailed scatterplots of experimental and simulated data for model parameters.**

**S12 Fig** **An example of “noisy” measurement.** Phase portraits for case where qualitative pattern is different than in majority of cells, it is caused by high noise level.

**S13 Fig** **Interaction between functional FUCCI proteins.** Cdt1 and its inhibitor Geminin are important regulators of replication licensing [[44](#_ENREF_44)]. In normal cells, a critical balance between these two proteins ensures that firing of each origin along the genome will take place only once per cell cycle. In our case we measure expression of dysfunctional proteins, but regulated in the same way as original ones.

Source: [[45](#_ENREF_45)].

**S14 Fig** **The second method of estimation of the cell-cycle endpoints.** It includes several steps: (1-2) identification of the level of noise and determination of the appropriate parameter values for smoothing, (local regression using weighted linear least squares and a 2nd degree polynomial model); (3) numerical differentiation of Geminin protein levels; (4) detection of local minima of differentiated data to identify division moments, and (5) detection of Cdt1 protein maxima, the timing of which provides the estimated moment of transition from G1 to S phase of cell cycle (in this step we analyze only fragment of Cdt1 protein dynamic located between division moments).

**S1 Data S\_Data\_15%\_FBS\_All\_Cells.xlsx file** Measured intensities for Cdt1 and Geminin extracted from tracking (15% FBS).

**S1 Movie Changes of Cdt1 and Geminin protein across the cell cycle**. Black and blue dots represent experimental and simulation data, respectively.

**S1 Text Supplement-Mura-Feillet.docx.** The filecontains additional results, discussion, description of methods and references.