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An Alternate Model of Race-Specific Crime Rates

In the main text, race-specific crime rates are always entered as simultaneous predictors in the models
(see Tables 1 and 2 in the main text). As such, the rates of assaults or weapons-related arrests in the
black population are always examined as predictors holding constant the corresponding rates in the white
population. This model parameterization allows us to examine the effects of race-specific crime rates on
racial bias in police shootings. However, there are questions that this model parameterization precludes.
Most importantly, having an aggregated measure of crime rate allows one to test the questions: 1) does
racial bias in police shooting increase in areas where crime is generally more prevalent? And, 2) as
the difference of black crime rate minus white crime rate increases, does racial bias in police shootings
increase?

As a robustness check, I present the results from two alternative model parameterizations in predicting
the relative risk of being {unarmed, black, and shot by police} to being {unarmed, white, and shot by
police}, based on including the sum and difference of race-specific crime rates in the model.

Methods

In each model in the main text where assault or weapons rate appears, the terms log(AW
[c]) and log(AB

[c])—

the log assault-related arrest rates for whites and blacks, respectively—and, the terms log(WW
[c] ) and

log(WB
[c])—the log weapons-related arrest rates for whites and blacks, respectively—are replaced with the

terms log(A[c]) and A∗
[c] and/or log(W[c]) and W ∗

[c], respectively. In this case, log(A[c]) and log(W[c]) are
the log aggregated crime rates, and A∗

[c] and W ∗
[c], are the difference in race-specific crime rates, black

minus white. Two ways of generating the aggregates are considered. In the first, the race-specific crime
rates are directly summed, AW

[c] +AB
[c]. In the second, the race-specific counts of crimes are summed and

divided by the sum of the race-specific population sizes.
Thus, we can—for example—rewrite M25 from the main text:

M25, µ[c] =β1 + β2log(N[c]) + β3log(P[c]) + β4log(I[c]) + β5log(G[c]) + β6log(H[c])

+ β7log(AW
[c]) + β8log(AB

[c]) + β9log(WW
[c] ) + β10log(WB

[c])

as:

M251, µ[c] =β1 + β2log(N[c]) + β3log(P[c]) + β4log(I[c]) + β5log(G[c]) + β6log(H[c])

+ β7log(A1[c]) + β8A
∗
[c] + β9log(W1[c]) + β10W

∗
[c]

and,

M252, µ[c] =β1 + β2log(N[c]) + β3log(P[c]) + β4log(I[c]) + β5log(G[c]) + β6log(H[c])

+ β7log(A2[c]) + β8A
∗
[c] + β9log(W2[c]) + β10W

∗
[c]

where: A[c] and W[c] are the aggregated crime rates, with a subscript of 1 indicating that they were
generated by directly summing the race-specific rates, and a subscript of 2 indicating that they were
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generated by summing counts and dividing by summed population size. The other covariates included
in models M1-M25 are unchanged from the main text. In these revised model, we also add models M26
and M27, where:

M26, µ[c] =β1 + β2log(N[c]) + β3log(A[c])

and:

M27, µ[c] =β1 + β2log(N[c]) + β3log(W[c])

Results and Discussion

Tables 1 and 2 present the results of the sensitivity analysis. The results of the main study hold qualita-
tively in this supplementary analysis. Parameterizing the model using an aggregated crime rate measure
and a measure of difference in race-specific crime rates does not change the main interpretation of the
data—that racial bias in police shootings is: 1) not associated with crime rates, and 2) not associated
with race-specific crime rates.

[Table 1 about here.]

[Table 2 about here.]
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