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Checking assumptions of statistical models 

Simple linear model  

We used the function lm() in R (R Core Team, 2013) for building simple linear models of L2 

ratios predicting lexical diversity measures. Linear models require the following assumptions 

to be met: 

1) Linearity: We assume that a linear relationship holds between our measure of lexical 

diversity (LDT scaled) and our measure of language contact (L2 ratio). That this assumption 

is generally met can be seen in Figure A. The only significant divergence from linearity is 

caused by three points of the language Nuer (nus) of South Sudan. Since all three outliers 

stem from the same language, this seems to be an idiosyncrasy rather than a general non-

linear trend. 

 

 
Figure A. Linearity assumption. Linear relationship between LDT and  ratio of L2 speakers. The linear model 

for all lexical diversity measures (black lines) and their 95% confidence intervals (transparent grey) generally 

overlap with a local smoother of the type “Loess” (red dashed line) which is highly sensitive to non-linearities in 

the data.  

 

2) Normality: Another model assumption is that the errors (residuals) are approximately 

normally distributed. This assumption can be checked with reference to Figure B. 

 



 
 

Figure B. Normality assumption. Distribution of residuals for the simple linear model. The approximated 

empirical density curves (red) follow closely the theoretical density curves (blue). 

 

3) Homoscedasticity: It is assumed that the variation of residuals is relatively uniform across 

fitted values, i.e. the deviation from fitted values should not exhibit any clear patterns. To 

check this, we plot fitted values of our linear models versus their residuals (Figure C). The 

confidence intervals of a straight line through these data points should always include the zero 

line.   

 

 
 

Figure C. Homoscedasticity assumption. Plot of fitted values versus residuals for  the simple linear model. The 

red dashed lines indicate a linear model with 95% confidence intervals (transparent grey).  

 

 

 



Mixed-effects model  

We used the package lme4 (Bates, Maechler, & Bolker, 2012) in R (R Core Team, 2013) for 

linear mixed-effects modeling. The mixed-effects model requires the same assumptions as the 

simple linear model to be met or at least approximated (Baayen, 2008; Jaeger, Graff, Croft, & 

Pontillo, 2011; Winter, 2013). 

 

1)  Linearity: We assume that a linear relationship holds between our measures of lexical 

diversity and our measure of language contact (L2 ratio). This assumption is the same as for 

the simple linear model. That it is met was shown in Figure A. 

 

2) Normality: In Equation (11) we made the assumption that ),0(~ 2 Nfrmti , i.e that the 

errors or residuals are distributed normally around their mean. As can be seen in Figure D this 

assumption is met, though residuals cluster somewhat closer to the mean than expected in a 

perfectly normal distribution.  

 

 
 

Figure D. Normality assumption for mixed-effects model. Distribution of residuals. The approximated 

empirical density curve (red) follows roughly the theoretical density curve (blue).  

 

3) Homoscedasticity: It is assumed that the variation of residuals is relatively uniform across 

fitted values, i.e. the deviation from fitted values should not exhibit any clear patterns. To 

check this we plot fitted values of our model versus residuals (Figure E).  

  



 
 

Figure E. Homoscedasticity assumption for mixed-effects model. Plot of fitted values versus residuals. The 

red dashed lines indicate a linear model with 95% confidence intervals (transparent grey).  

 

Note, that the 95% confidence interval just falls above and below the zero line, which 

suggests heteroscedasticity, albeit very minor. Note, that Jaeger et al. (2011: 293) would also 

recommend checking residual plots for subgroups of families and regions. However, due to 

data sparsity this will not be informative in our case.   
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